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In the context of numerical approximation of 
PDEs, the generation of a boundary-conforming 
mesh in classical FEM is a major bottleneck. The 
finite cell method (FCM) falls under the category 
of unfitted finite element methods, where the 
physical domain is embedded in a regular back-
ground mesh in order to circumvent the need for 
a conforming tessellation. On the one hand, the 
particular formulation of the FCM opens the door 
to copious optimization opportunities. Numerical 
challenges such as the notorious ill-conditioning 
of the resultant system, on the other hand, ne-
cessitate the development of specialized solu-
tion strategies for the FCM. The main objective 
of this work is the development of an efficient 
and scalable end-to-end simulation pipeline for 
large-scale finite cell problems on modern high-
performance computing (HPC) machines. To this 
end, a massively parallel computational frame-

work using suitable data structures and paralle-
lization techniques is developed, where adaptive 
geometric multigrid methods are employed as 
solvers. The presented solvers are shown to be 
scalable, capable of achieving bounded iteration 
counts. Motivated by the potential to reduce the 
computational cost associated with the estima-
tion of the stabilization parameter in Nitsche’s 
method, a data-driven estimate is proposed and 
shown to be an efficient alternative to the conven-
tional approach, offering constant computational 
complexity. The performance of the computatio-
nal framework is extensively studied in terms of 
efficiency as well as weak and strong scalability 
in parallel. It is demonstrated using benchmarks 
with up to more than a billion degrees of freedom 
that the presented methods provide a scalable 
strategy for the solution of large-scale problems 
in modern HPC environments.

Fig.: Illustration of the finite cell simulation workflow: embedding of the physical domain in a regular background mesh, adaptive integration and the 
weak imposition of boundary conditions
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